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Abstract. Inspired on psycholinguistics and neuroscience, a symbolic-
connectionist hybrid system called 0-PRED ( Thematic PREDictor for nat-
ural language) is proposed, designed to reveal the thematic grid assigned
to a sentence. Through a symbolic module, which includes anaphor res-
olution and relative clause processing, a parsing of the input sentence is
performed, generating logical formulae based on events and thematic
roles for Portuguese language sentences. Previously, a morphological
analysis is carried out. The parsing displays, for grammatical sentences,
the existing readings and their thematic grids. In order to disambiguate
among possible interpretations, there is a connectionist module, compris-
ing, as input, a featural representation of the words (based on verb/noun
WordNet classification and on classical semantic microfeature represen-
tation), and, as output, the thematic grid assigned to the sentence. 6-
PRED employs biologically inspired training algorithm and architecture,
adopting a psycholinguistic view of thematic theory.

1 Introduction

The system -PRED ( Thematic PREDictor for natural language) combines a sym-
bolic approach, through a logical parser based on a Portuguese language gram-
mar fragment, with a connectionist module, which accepts sentences coded in a
semantic representation based on WordNet classification for verbs and nouns [1, 2]
(see figure[I)).

The sentences are parsed in the first module, which generates a logical repre-
sentation based on events and thematic roles, disambiguating meanings through
the production of as many formulae as possible readings.

The second module is responsible for the prediction of non-presented sentences
in the first module, provided that the connectionist architecture is trained with
representative patterns, allowing this way the generalization over the input sen-
tence. The output of a succeeded propagation should be the correct thematic
grid assigned to that sentence.

2 Thematic Roles

Thematic roles are the semantic relations between a predicate and its arguments
[3, 4]. A predicate (usually the verb) assigns a thematic grid to a sentence, the
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Fig. 1. The two modules of §-PRED system. The words are entered into the symbolic
module for parsing. Ungrammatical sentences are discarded (left). Grammatical sen-
tences have their logical forms generated (right). In addition, a semantic microfeature
representation of the grammatical sentence is presented to the connectionist module.
The system provides the thematic grids for recognized sentences.

structure containing every single thematic role of that sentence. For instance, the
verb judge, in the sense evaluate, would assign an EXPERIENCER (¢) and a THEME
(), no matter in which sentence it occurs, like in [I]; cannot judge [some works of
modern art];. There are verbs, however, which assign different thematic grids to
different sentences, for instance the verb hit in sentence ({l), in the sense cause to
move by striking and in sentence (), in the sense come into sudden contact with.
So, based on an episodic logic [5], a parser based on events (e) and thematic roles,
can reveal the possible readings for sentences ({l) and (@), displaying two different
logical forms, one for each sentence.

The man hit the ball. (1)

Logical form: 3(x): man(z) A 3(y) : ball(y) A 3(e, simple past): hit(e) A
agent(e,x) A patient(e,y)

The car hit a tree. (2)

Logical form: 3(x): car(z) A I(y) : tree(y) A I(e, simple past): hit(e) A
cause(e,r) A patient(e,y)

To the sentences ([I]) and (), although the same verb is employed, are assigned
different thematic grids. In one possible reading of sentence (), the thematic grid
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assigned is [AGENT, PATIENT] and in sentence (), [CAUSE, PATIENT]. The reason
is that the man, in the intended reading of sentence (), is supposed to have the
control of action, that is, the intention of hitting. The same does not occur in
sentence ([2)). The car is not willing to hit anything. Verbs that assign different
thematic grids to different sentences are called here thematically ambiguous.

The thematic role notion employed here is what some researchers call abstract
thematic roles [6].

3 The Symbolic Module

Departing from an episodic logic, based on events, it is proposed here a Portuguese
language Montagovian grammar fragment [7] considering different classes of ad-
verbs. According to Ilari et al. [8], Portuguese adverbs for the spoken language may
be classified into many types, including predicative and non-predicative. Predica-
tive adverbs modify the meaning of the verb or adjective, implying a higher order
predication, because the adverb predicates a property of the quality or action at-
tributed to the subject. When the adverb does not alter the meaning of the verb
or adjective, it is called non-predicative.

3.1 The Grammar

0-PRED’s lexicon contains several adverbs, according to Ilari et al. [8], including
qualitative and intensifier predicative adverbs, sentential (modal and aspectual),
and non-predicative (negation). Since the analysis presents logical forms based
on events, the adverb that comes with the verb, the noun, or the adjective is
called adjunct.

Predicative adverbs correspond to second order predication, and the parser
is implemented in a first order predicate logic, based on events and thematic
roles, that do not support higher order predication. Only non-predicative adverbs
should be treated as first order arguments or logical operators.

The sentences are formed according to a phrasal grammar, considering ad-
verbs as adjuncts, prepositional phrases, adjectives, relative clauses, anaphora
resolution, and phrases connected by the conjunction and.

The grammar includes sentence conjunction, allowing anaphora employment
(personal pronouns) in the second sentence of the conjunction. It includes also
prepositional phrases, through the so-called with-NPs, that is, a noun phrase be-
ginning with the word with. This allows the analyzer process the ambiguous sen-
tence [@)). In this case, two logical forms are obtained: the first, where binoculars
are the instrument of the verb see and the second, where the girl owns them.

The man saw the girl with the binoculars. (3)

Logical form 1: 3(z): (man(z) A 3(2): binoculars(z) A I(y): girl(y) A
(e, simple past): see(e) A experiencer(e,x) A theme(e,y) A instrument(e,z)

Logical form 2: 3(z): (man(z) A 3(2): binoculars(z) A I(y): girl(y) A
(e, simple past): see(e) A experiencer(e,x) A theme(e,y) A own(y,z)
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If different sentences contain the same thematically ambiguous verb, like hit
in sentences ([Il) and (@), they can be assigned different thematic grids. But, for
one ambiguous sentence, like sentence (B]), different thematic grids are assigned
also, one for each possible interpretation.

Besides ordinary verbs and thematically ambiguous verbs, in #-PRED lexi-
con there are two-sense verbs with only one thematic grid (for instance, love:
according to WordNet, there are four senses for verb love (here two of them
are employed: enjoy (sentence Hl), and be in love with (sentence [l); for both the
thematic grid is [EXPERIENCER, THEME])).

I love western movies. 4)

Mary loves her husband. (5)

3.2 Computational Implementation of the Symbolic Parser

The computational implementation of a context free grammar fragment with
adverbs, based on events and thematic roles, is performed through the logical
programming language Prolog, where language statements are transposition of
first order predicate logical formulae. A semantic analyzer supplies all possi-
ble logical forms of Portuguese declarative sentences, analyzing the determiner
employed and giving the adequate quantifier.

The first version of the parser includes also a morphological analysis, which
classifies each regular verb, in tense, number, and person, and each noun, ad-
jective, etc., in gender and numbeill. Some irregular verbs are included, like
ser/estar (to be).

A small lexicon is implemented, where only singular forms of nouns and in-
finitive forms of verbs are considered (the morphological analysis would discover
the number, in case of nouns, and the tense, number, and person, in case of
verbs). This analysis is based on a phrasal grammar [9]. If the sentence is un-
grammatical, the parser rejects it.

4 The Biologically Plausible Connectionist Module

In this section, it is presented the second module of -PRED system: the way
the words are represented, the connectionist architecture of the system, and
the employment of a biologically plausible supervised learning algorithm with
simulation experiments.

4.1 Word Representation

In order to classify verbs and nouns, -PRED employs a representation based on
classical semantic microfeature distributed representation [10] and on WordNef].

! In Portuguese, verbs have, besides tense and number, person too, that is, there
are different forms for verbs with different persons, no matter which is the tense.
Portuguese adjectives agree with the noun they describe, so they feature gender and
number. The morphological analysis gives the correct form of the word.

2 WordNet version 2.1: http://wordnet.princeton.edu/obtain.
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WordNet is a lexical data base (an ontology based on semantics [11]) of the
English language [1, 2] which contains around 120,000 synonym sets (synsets) of
nouns, verbs, adjectives, and adverbs, each one representing a lexicalized concept.
The verbs chosen from WordNet represent all kinds of semantic relationships
the system intends to treat. Twenty five dimensions with two binary units each
account for each verb (see table [[) and thirty dimensions for each noun (see

table 2]).

Table 1. The semantic microfeature dimensions for verbs according to WordNet and
to a thematic frame [10]

body change cognition communication
competition consumption contact creation

emotion motion perception possession

social stative weather control of action

process triggering direction of action impacting process change of state
psychological state objective action  effective action  intensity of action
interest on process

Table 2. The semantic microfeature dimensions for nouns, based mainly on WordNet

action life element property corporeal
social nature miscellaneous size consistency
form fragility  instrument  adulthood gender
body change cognition communication competition
consumption contact creation emotion motion
perception  possession social stative weather

Since the aim of the presented system is to deal with thematic relationships
between words in a sentence, the microfeatures chosen for verbs attempt to
contemplate the semantic issues considered relevant in a thematic frame. The
microfeatures outside this context are meaningless [12].

4.2 The Connectionist Architecture

0-PRED employs a bi-directional three-layer connectionist architecture with a
hundred input units, fourteen hidden units, and seven output units, one for
each of the thematic roles: AGENT, PATIENT, EXPERIENCER, THEME, LOCATION,
CAUSE, and VALUE (see figure[2]). In this case, according to Sun [13], the architec-
ture can be classified as single-module employing distributed representation. For
each sentence, the words are presented sequentially to their specific slot (verb or
noun) in input layer.

The data used in experiments are realistic in the way they reflect situations
found “in the wild.” The method used for generating sentences for training and
test (i.e. by filling out the slots of sentence frames) creates a compelling set of
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verb microfeatures noun microfeatures

Fig.2. The connectionist architecture of §-PRED. The sentence is presented to the
input layer A and its thematic grid is revealed at output layer C. Notice that there
are different slots for verbs and nouns. In the hidden layer B there are the conjunction
of verb inputs in HV and the conjunction of noun inputs in HN. These two units are
connected to one unit, regarding a specific thematic role, in the output layer C. Notice
the bi-directional links between hidden (B) and output (C) layers, while there are
unidirectional links from input (A) to hidden (B) layer. Legend for the output layer
C (thematic roles): A = AGENT, P = PATIENT, E = EXPERIENCER, T = THEME, L =
LOCATION, C = CAUSE, and V = VALUE.

training or test instances, because the chosen frames are representative for the
kinds of sentences 0-PRED intends to deal with.

4.3 Biologically Plausible Supervised Learning

In each sentence presentation an output is computed, based on an input pattern
and on current values of net weights. The actual output can be quite different
from the “expected” output, i.e. the values that it should have in the correct
reading of the sentence, that is, the correct thematic grid assigned to the in-
put sentence. During training, each output is compared to the correct reading,
supplied as a “master input.” This master input should represent what a real
language learner would construct from the context in which the sentence occurs.
Learning may be described as the process of changing the connection weights to
make the system output correspond, as close as possible, to the master input.

The learning algorithm used in §-PRED is inspired by Recirculation [14] and
GeneRec algorithms [15] . This algorithm is considered biologically more plau-
sible since it supports bidirectional propagation, among other items [16].

The algorithm consists of two phases: minus and plus (figure B)). In the minus
phase, the semantic microfeature representation of the first word of a sentence is
presented to the input layer A. Then, there is a propagation of these stimuli to
the output through the hidden layer B (bottom-up propagation). There is also a
propagation of the previous actual output, which is initially empty, from output
layer C' back to the hidden layer B (top-down propagation). Then, a hidden mi-
nus activation is generated (sum of the bottom-up and top-down propagations),
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Fig. 3. The two phases of GeneRec algorithm. In the minus phase, when input z is
presented to input layer A, there is propagation of these stimuli to the hidden layer
B (1). Then, a hidden minus signal is generated based on input and previous output
stimuli o(¢ — 1) (2 and 3). Then, these hidden signals propagate to the output layer C
(4), and an actual output o(t) is obtained (5). In the plus phase, input z is presented
to layer A again; there is propagation to hidden layer (1). After this, expected output y
(2) is presented to the output layer and propagated back to the hidden layer B (3), and
a hidden plus signal is generated, based on input and on expected output. Recall that
the architecture is bi-directional, so it is possible for the stimuli to propagate either
forwardly or backwardly.

through the sigmoid logistic activation function o (equation[@). Finally, the cur-
rent actual output is generated through the propagation of the hidden minus
activation to the output layer (equation [1) [17].

h; = O—(EZ‘A:Owij‘xi + Z,?zlek‘ok(t - 1)), (6)

op(t) = O(Zjilek.h;). (7)

In the plus phase, there is a propagation from input layer A to the hidden
layer B (bottom-up). After this, there is the propagation of the expected output
to the hidden layer (top-down). Then a hidden plus activation is generated,
summing these two propagations (equation[§)). For the other words, presented one
at a time, the same procedure (minus phase first, then plus phase) is repeated.
Recall that since the architecture is bi-directional, it is possible for the stimuli
to propagate either forwardly or backwardly [17].

hj = J(Z{iowij.l’i + E}?:ﬂ”jlvyk)« (8)

In order to make learning possible the synaptic weights are updated (equa-
tions [@ and [0)), considering only the local information made available by the
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synapse. The learning rate 1 used in the algorithm is considered an important
variable during the experiments [18].

Awji, = 1.(yr — 0k (t)).I; , (9)

4.4 Simulation Experiments

The sentences presented to the net are generated by filling each category slot of
sentence frames. Each frame specifies a verb, a noun set and a list of possible
fillers of each noun. So, the sentence frame the human buys the thing is a gener-
ator for sentences in which the subject human is replaced by one of the words
in the human list, like man, and thing is replaced by one of the words in the list
of things, like car, since buy assigns the following thematic roles: an AGENT (the
one who buys) and a THEME (the thing that is bought). Then the sentence the
man bought the car could be generated. And the output for this sentence would
be the assigned thematic grid [AGENT, THEME].

If all possible inputs and outputs are shown to a connectionist network employ-
ing a supervised training procedure, the net will find a weight set that approxi-
mately maps the inputs to the outputs. For many artificial intelligence problems,
however, it is impossible to provide all possible inputs. To solve this problem,
the training algorithm uses the generalization mechanism, i.e. the network will
interpolate when inputs, which have never been received before, are supplied. In
the case of this system, since words are described by microfeatures arrays, there
are words with related meanings (like, for instance, man and boy). These words
are expected to contain many microfeatures in common, so the distance between
their microfeatures arrays is small, favoring generalization.

The system is trained to learn the correct thematic grids assigned to input
sentences. The training set was chosen in order to contain representative verbs
and nouns of each thematic category present in -PRED. For the system evalu-
ation, test sentences are generated automatically. These sentences are different
from the sentences generated by the training sentence generator, although their
thematic frames are basically the same (the difference relies on the choice of
the words involved). In this case, only the default readings for thematically am-
biguous verbs are generated, simulating a user entering sentences to be analyzed.
The user does not need to know which thematic reading is expected for the verb;
0-PRrRED will decide, based on sentence context, which will be the correct reading
and, consequently, arrive at the expected thematic grid for that sentence.

In relation to accuracy, the connectionist module of the system presents recall
and precision rates of 94%@, since only seven words revealed inadequate thematic
roles in 120 words belonging to a limited, but sufficient, set of test sentences.

3 According to Jurafsky and Martin [19], recall is defined by the number of correct
answers given by the system divided by the total number of possible correct answers
in the text, while precision is the number of correct answers given by system divided
by the number of answers given by the system. Since §-PRED is fed only by correct
sound sentences, in this case recall and precision coincide.



A Connectionist Thematic Grid Predictor 833

5 Concluding Remarks

The purpose of this paper is to present a symbolic-connectionist hybrid system
consisting of two modules: a symbolic parser based on events, employing a gram-
mar which takes into consideration classes of adverbs, according to Ilari et al. [8],
in addition to transitive and intransitive verbs, and a biologically plausible con-
nectionist thematic grid predictor. Since most of adverbs modify the meaning of
a verb or an adjective, they experiment a kind of second order predication. For
this reason, a parser based on events is chosen.

In connectionist Natural Language Processing (NLP) systems, the words be-
longing to a sentence must be represented in such a way as to keep the meaning
of the words and, at the same time, to be useful for the network to develop signif-
icant internal representations. The representation of semantic features adopted
in this system would also easily allow for new words to be entered in order to in-
crease its lexicon, provided that their semantic microfeature arrays are supplied.

0-PRED presents as a novelty a more biologically plausible architecture and
training procedure based on neuroscience [15], which comprises a bi-directional
connectionist architecture, to account for chemical and electrical synapses that
occur in the cerebral cortex, and a training procedure that makes use of this
architecture.
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