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Abstract. This paper presents the CSTParser, a multi-document discourse par-

ser. Based on machine learning techniques and hand-crafted rules, the system 

identifies a set of relations predicted by CST (Cross-document Structure Theo-

ry) among sentences of different texts on the same topic. 
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1 Introduction 

In the electronic media, there are many sources reporting the same topic from the 

same or different perspectives. Online newspapers are an example: the same event is 

reported on different news portals. In general, the documents are produced soon after 

some event and, subsequently, other documents are generated to update the news. For 

instance, the two sentences below, S1 and S2, from different documents, are contra-

dictory regarding the number of bombs in an attack, but both also present overlapping 

information (that there was a bomb): 

S1: The downtown Public Finance Department building was hit by three home-

made bombs. 

S2: The Public Finance Department was also hit by a bomb. 

It is believed that, when readers know how the parts of multiple documents are relat-

ed, they can, for example, ignore redundancy, find contradictions, and understand the 

temporal evolution of a fact or event, which would allow them to approach the infor-

mation in which they are interested in a more organized way. In another vein, this 

type of knowledge might also be useful for several computer applications, such as 

web browsers and automatic summarizers, which would have more information avail-

able to produce their results and meet the users’ needs more efficiently. Some theories 

or models on multi-document relationships have been proposed for this purpose. One 

of the most used ones is the Cross-document Structure Theory (CST) [3]. 

This paper presents the CSTParser
1
 [2], an on-line multi-document discourse parser 

based on CST. Using machine learning techniques and hand-crafted rules, the system 

                                                           
1 Available at www.nilc.icmc.usp.br/~erick/CSTParser 



indicates which CST relations occur among sentences of different texts on the same 

topic. The system was developed/trained and evaluated using the CSTNews corpus 

[1], composed of news texts in Brazilian Portuguese. 

2 The Parser 

The input to the parser is a group of texts on the same topic (Figure 1), coming from a 

web search or indicated by the user.  

 

 
Fig 1. First step in the parser – selecting texts to analyze 

To start the analysis, the parser segments each text in sentences. In order to select the 

most probable sentence pairs to be related (this is a necessary step, since there may be 

too many sentence combinations), the parser selects sentence pairs that have some 

lexical similarity according to the traditional word overlap measure, since it has been 

empirically shown in the area that CST-related sentences show some lexical similari-

ty. 

The selected pairs are then analyzed by several tools and resources in order to ex-

tract relevant features. Such features are the input date for machine learning classifiers 

and rules, which predict possible CST relations for the corresponding sentence pairs. 

The relations Overlap, Subsumption, Elaboration, Equivalence, Historical-

background and Follow-up may be found by the classifiers, while the relations Con-

tradiction, Attribution, Indirect-speech and Translation may be identified by rules. 

The decision on which relations would be detected by the classifiers and the rules was 

based on their frequency in the corpus (since the more data there is, the better the 

machine learning may be) and on recurrent lexical patterns the related sentences pre-

sented (which may be codified in rules). 

The output of the parsing process is a graph, whose nodes are sentences from the 

several documents under analysis and the edges are the identified relations. Figure 2 

shows a sentence of a document and its relations with other sentences from other 

documents. The general accuracy of the parser is 68.57%, which is better than the 

current state of the art for other works in the area. 



Although the system was trained with Portuguese data, we believe that its method 

is general enough to be applied to other languages. 

 

 
Fig 2. Example of the results of the CSTParser 

This system will be demonstrated on-line in a notebook. Some groups of texts will be 

used to demonstrate the CST parsing. 
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