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Resumo: Este artigo consiste em um estudo empirico sobre o problema de
agrupamento e organizacdo hierarquica de aspectos a partir de revisées
de usudrios sobre produtos na web, a fim de apoiar aplicagées de mineracéao
de opinido baseada em aspectos. Realizamos um estudo de c6rpus para
caracterizagéo e compreensdao das tarefas envolvidas, buscando padrées lin-
guisticos, além de convergéncias e divergéncias entre os dominios. O processo
foi realizado manualmente e resultou em dados de referéncia para pesquisas
futuras e avaliagdo de métodos automdticos na drea.

Palavras-chave: Processamento de Linguagem Natural. Mineragao de Opinido
Baseada em Aspectos. Linguistica de Corpus.

1 Introduction

The expansion of the social networks and e-commerce services resulted in
the growth of on-line reviews in the web. Websites as Amazon and Buscape encou-
rage users to write reviews for products, where users may do objective or subjective
descriptions for a product and its aspects or properties. Subjective descriptions
are characterized by a personal language, with opinions, sentiments, emotions
and judgments. The research area in charge of identifying, extracting and sum-
marizing subjective information in texts is called opinion mining or sentiment
analysis (PANG et al., 2002). According to Zhao e Li (2009), this area is different
from the traditional text mining area, which is mostly based on objective topics
rather than on subjective perceptions. Many searches used reviews of movie,
book, and electronic product domains (HU et al., 2004), because these domains
have relevance to both companies and consumers. For companies, it is important
to evaluate their reputation, acceptability and evaluation of their products. For
consumers, summarizing reviews from other users makes it easier to make deci-
sions at the time of purchase. Therefore, providing relevant subjective content in
reviews, among these various domains, is an important task in the current context,
because it provides a better utilization of those data, for this purpose consumers
and for private and governmental organizations.

2 Background

Opinion mining or sentiment analysis is the field of research in intersec-
tion between linguistics and computation, responsible for proposing methods of
analysis, processing, summarization and classification for large volumes of data,
mostly text type, for the extraction of subjective content. According to Liu (2012),
there are three main granularity levels of analysis for opinion mining. These are:
(i) document level, (ii) sentence level and (iii) aspects level. At the document level,
the set of the opinions expressed in the document is accounted. For example, a
document composed by subjective content may be classified as positive, negative
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or neutral, according to the accounting of relevant content that express sentiment.
According to Liu (2012), these contents are usually expressed through adjectives.
In Figure 1, we present a set of reviews on a smartphone.

Avaliacdo do Consumidor nsis aulizcaes Avaliacéo Geral

Cristiane Oliveira -
Em 04/10/2015 1010 '™ Recomendo este prod.

Otimo custo beneficio para quem gosta de fotografia 5 ; %

David Pereira Baseado em 1414 avaliacoes
Em 04/08/2015 10/10  "# Recomendo este produto
Top!
1 Usc
Eduardo Cordeiro ...
Em 13/09,2015 10/10 ' Recomendo este produto
Muito bom t

Figure 1 — Set of reviews on a smartphone and extracted from Buscapé

Note that 1.414 reviews have been issued on the smartphone product. Each
of the 1.414 reviews refers to a document for opinion mining systems. Therefore,
atdocument level, a positive, negative or neutral score is issued for each document.
In this level of granularity, it is not possible to know precisely what the user liked
or did not like. At the sentence level, the objective is to determine the opinion
expressed in each sentence of the document. Therefore, a set of documents is
segmented into sentences, and then a score is issued for each of the sentences. For
example, in a document composed by X sentences, for each of those sentences
there will be a positive, negative or neutral score. See again the Figure 1. In the
third review, the user issues the following evaluation “Leve, fino, tela com resposta
ripida, apps funcionam com fluidez devido ao 15 de Ram”. Note that at this level,
it is still not possible to know accurately the properties of the product evaluated
by the user. To solve this problem, Liu (2012) argues that it is necessary a deeper
level of analysis: aspect-based opinion mining. Aspects represent properties or parts
of entities that are evaluated by users, in reviews, such as comments on websites
and blogs on the web (LIU, 2012). However, the distinction between “attributes”
and “aspects” is not clear in the literature. Mostly, they are used with synonyms.
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For example, in the review, “A qualidade da imagem da cAmera é excelente”, the
term “qualidade da imagem” is an attribute of the “imagem” aspect. Within this
paper scope, we limit our contributions to the aspect level.

For Bhuiyan et al. (2009) opinion mining surveys may be divided into two
main tasks: the sentiment classification and the aspect-based opinion mining. The
sentiment classification consists in to recognize the general sentiment present in a
document or a sentence. Typically, this task is simplified, classifying a document
or a sentence into 3 classes: positive, negative or neutral (AVANCO; NUNES,
2014). Aspect-based opinion mining is usually focused on the three tasks: (i)
aspects identification, (ii) polarity identification, and (iii) summarization (LIU,
2012). In Figure 2, we illustrate these tasks, and then we describe .

Aspects identification

'

Polatity identification

'

Summarization

Figure 2 — Aspect-based opinion mining tasks

Aspect identification: features evaluated by users are extracted on the target
of the opinion. For example, in the review “The Iphone 6 screen is amazing”, the
aspect evaluated is “screen”.

Polarity identification: the sentiment associated with the aspects are extracted.
For example, in the review “The camera battery is bad”, the sentiment expressed
about “bateria” aspect is negative, so the polarity of this aspect, considering this
review is negative.

Summarization: the most relevant content is displayed through summaries,
usually extractive summaries, which display the summarized content through the
sentences clustering; or the abstractive summaries, which not only select the most
relevant sentences of the source texts, but analyze the document and automatically
generate new sentences. This approach attempts to produce new texts from the
original fragments identified as relevant.

In addition to the tasks of aspects identification, polarity identification and
summarization, according to Taboada (2016), another task of opinion mining
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responsible for determining whether a text, or most of them, is subjective or objec-
tive. According to the author, textual content may contain objective information
(facts, actions) or subjective information (perceptions, opinions, sentiments).
Moreover, subjective texts express a positive or negative view and this direction
of opinion - whether positive or negative - is also known as semantic orientation.

Aspect-based opinion mining, according to Liu (2012), represents a “deli-
cious challenge”. Natural languages are very rich and allow to express subjectivity
in different ways. Not every opinion is directly expressed and not every aspect
appears in a explicit way in the text. For example, in “The camera is expensive”,
the evaluated aspect is “price”, but it is implicit, not being explicitly said in the
sentence and, therefore, must be inferred from the context. Therefore, the aspects
may be found explicitly and/or implicitly. Explicit aspects are explicit evaluations
of one or more properties of the object / target of opinion. For example, the re-
view showed in Figure 3 (kept in Portuguese, the original language), Amazing
price-benefit relation, it has good digital camera, inclusive for video. Good memory
space. What [ liked: I received calls up to the riverside. What I did not liked: the
sound sometime is low.” The review aspects are: “price-benefit”, “camera”, “video”,
“memory space”, “sound” and “signal”, however, the “signal” aspect is implicit.
The users used the expression “t/ received calls up to the riverside” to evaluate the
“signal” aspect of a smartphone.

a

Relacao prego beneficio excelente, possui uma boa camera digital. inclusive para video,
Bom espaco de memaria.

O que gostei: Recebi chamadas até na beira do Rio Parana, divisa com o MS

O que nao gostei: O som para ouvir as vezes fica baixo.

Figure 3 — Review about a smartphone

Another challenge consists in identifying different aspects that refers to
the same object attribute/property. Users recurrently make reference to services
or products attributes/properties using different terms. For example, consumers
may use the terms “value”, “cost”, “price” and “investment” to designate the
price of a smartphone, or to employ the terms “screen” “glass” and “display” to
qualify a same smartphone property. Furthermore, users may employ implicit
aspects cues. For example, the expressions “I received calls up to the riverside” and
“It working anywhere”, all these were employed to evaluate the signal property
of a smartphone. Another example is the term “compatibility”, which was em-
ployed to evaluate the operating system of a smartphone. Concomitant, the terms
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“program”, “system” and “application” were also employed. In addition, thereisa
significant portion of proper nouns applied to refers to the same property of the
object. For example, “edward”, “edward cullen”, “noelle page”, “larry” and “bella”
are employed to evaluate the “protagonist™ and the terms “josé saramago” and
“thalita rebougas” were employed to evaluate the “author” in the book domain.
In the camera domain, the terms “sony”, “nikon”, “fuji” and “benq” are applied
to evaluate the “brand” of a camera. Therefore, in opinion mining systems, the
aspects clustering is very important, because this task provides the results the
results over the veritable properties evaluated by users.

Explicit and implicit aspects clustering task has great relevance for opinion
mining systems. However, this task is not trivial. For example, the speakers of a
natural language may employed distinct lexical items to refer to the same object
in the world. The words “price”, “cost”, “price-benefict”, “value”, “cheap”, “expen-
sive”, may be employed to refer to the same smartphone propriety, for example.
To illustrate how this phenomenon affects reviews, see the diagram shown in
Figure 4. In this figure, we presented a portion of the groups of aspects identified
in the smartphone domain.

G1: Internet
et
Wireless
3G = | G2: Bateria
Conexao
Conectividade ‘Descamega”
WAP ’ Bateria
Intemet autonomia da bateria
Wi-fi duracao da bateria

" G3: Usabilidade

Manuseio | G4: Performance
interface =y
Menu 'Er?g:gi
Praticidade "Lento”
Facilidade

"Demora a responder”

Usabilidade [ L - "
Fungao ~= Smartphone r=— .gggﬁﬂmr;‘.
Recurso | E

Frein “Bugs”
Funcionalidade "Tempo de resposta”
Exra Velocidade
; Opcao ‘demorar”
Linguagem
"Operagan” ,
"Facil de manusear” | G5: Preco
“Facil de Usar" Custo
“Facil de Mexer” Valor
"Pratico” [ Preco
Investimento
| G6: Gps | "Acessivel”
Gps | "Barato"

Custo_beneficio

Figure 4 — Some smartphone domain aspects groups
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In G1 group, the object property is “internet”. Note that users may use the
terms “3g”, “wifi”” and “wireless”, which are internet connection types, to evaluate
this property of the device. Note also that these terms, because they represent the
domain specificities, are not always found in linguistic-computational resources of
the language as wordnets'. As well as these terms, other terms may be found, for
example, “net”, “internet”, “connection” and “connectivity” to evaluate the same
ownership of the mobile device. In G2 group, we find a recurring phenomenon
in the corpus of user reviews: aspect attributes. According to Liu, (2012), aspects
have attributes that have aspect properties. For example, the expressions “battery
life” is a property of the “battery” aspect. In this case, there is an intrinsic rela-
tion between the lexical units. It is also a relation of substring®. The G3 group
consists of aspects used to evaluate the “usability” property of a smartphone. See
how the aspects clustering task is not simple, since many of them are terms that
denote vageza (for example, “option”™, “function”, “resource”, “extra”). According
to Zipf (1949), most words have multiple definitions, however, more frequent
words tend to be more ambiguous. Still on the items of G3 group, we may see
expressions indicative of implicit aspects. For example, the terms “It easy use” and
“It easy handle”, in addition to the terms “operation” and “practice” are used to
designate the aspect of the smartphone. Notice the difficulty for items clustering
from distinct nature (verbs, nouns, adjectives) in the same group. In G4 group,
users evaluated the performance property of the smartphone. The term “bugs”,
derived from foreignism (in portuguese language) and the terms “response time”
and “take time to respond” are indicative of aspects implicit and they are used to
evaluate the “performance” propriety. In G5 group, it is interesting to observe 2
behaviors in particular. The first behavior consists of the terms “accessible” and
“cheap”, which are terms applied to indicate implicit aspects. See that the terms
“accessible” and “cheap” are terms highly ambiguous, and an inference mechanism
in the domain is required for correct interpretive correspondence of these items.
The second behavior is represented by the term “investimento”. We observe a
semantic neologism to which the added value “cost” or “price” is inserted. Finally,
the G6 group represents the unit groups in the user review corpus. The unit groups
represent unique units without semantic correspondence and may be localized in
the content plan in reviews. For example, we did not find in the corpus another
similar aspects with the “gps™ aspect of the smartphone, so this aspect consti-
tutes a unit group. Therefore, the aspects clustering task may be defined by the

! Wordnets are large lexical database of a language in which nouns, verbs, adjectives and adverbs,
for example, are grouped into synonym synsets, each expressing a distinct concept (MILLER et
al., 1990).

* Substring is a string that appears within words in the text. For example, the string “ando” is a
substring of “walking”.
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recognition of correlated aspects semantically, in other words, all of which have
interpretive correspondence in a given domain.

Another significant challenge for opinion mining, according to Yu et al.
(2011), is that the product reviews are numerous and disorganized. For example,
at the Buscape.com, the Smartphone Samsung Galaxy J5 SM-J500M product has
931 reviews and, for each review, several aspects are evaluated. Thus, consumers
will hardly learn all the other consumers’ opinions about the product. According
to the author, the hierarchical organization of aspects in product reviews would
allow a better structuring of this data, so that it becomes intelligible for both ma-
chines and humans. A example of hierarchical organization of aspects in product
reviews is shown in Figure 5. This work was proposed by Yu et al. (2011). The
authors proposed a method based in linguistic and statistical knowledge in order
to provide hierarchical organization of aspects from product reviews. There were
considered 9.245 reviews on an iPhone 3G. Note that the hierarchical organiza-
tion of the evaluated aspects about the iPhone 3G product is clear, unambiguous
and may be easily understood for other consumers.

'
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o G Aot | Review 110: ... high price of entry, and ......
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Figure 5 — Hierarchical organization of aspects (YU et al., 2011)
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In this scenario, due to all the challenges, we present a corpus study of opi-
nion aspects, regarding both their clustering and hierarchical organization. We
analyze reviews for books and electronic products, looking for linguistic patterns
and convergences and divergences across these domains. We expect that such
investigation may help characterizing the involved tasks and provide valuable
reference data for future developments and evaluations in the area. The rest of
this paper is organized as follows. Section 3 describes the dataset and the analysis
method. Section 4 presents the achieved results and learned lessons. Some final
remarks are made in Section 5.

3 Corpus study

3.1 The dataset

The dataset overview is shown in Table 1. According to Zhao e Li (2009),
most of the existing opinion mining initiatives are based on product reviews
because reviews usually focus on specific products and contain little irrelevant
information. Therefore, we randomly selected 60 smartphone and 60 camera re-
views from the Buscape corpus (HARTMANN et al., 2007) and 60 book reviews
from the ReLi corpus (FREITAS et al., 2012). We manually analyzed the data
behavior in each domain. The Buscape corpus is composed of product reviews in
Portuguese language for cameras, notebooks, telephones, TV etc. In this corpus,
the reviews are partially structured, with sections for “overall impression”, “what
I liked” and “what I did not like”. For example, see the following camera review:
Amazing, even today everyone is impressed by its size and beauty beyond perfect
pictures that can be taken up 6.3 megapixels! What I liked: slim, practice and light.
What I did liked: None” . One may note that several aspects were evaluated in
this review, but some are not explicit. For example, the terms “beauty”, “slim”,
“practice” and “light” are c/ues that indicate the implicit aspects “design”, “size”,
“usability” and “weight”, respectively. The ReLi corpus consists of book reviews,
that are also in Portuguese language. As an example, one may find the following
review: ‘Amazing book, very different of what I imagined. Despite being old, it is
good reading with the very modern language.”. We chose to select only 60 reviews
for each domain, mainly because ours is a study carried out manually, from the
qualitative and quantitative approach. Our main hypothesis is that for each do-
main there are different linguistic behaviors and phenomena.
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Table 1

Domain | Reviews | Tokens | Types
Book 60 36.771 1.577
Smartphone 60 6.077 1.496
Camera 60 3.887 1.060

In the book domain, according to the Table 1, there was a significant spike in
the number of tokens when compared to smartphone and camera domains. In this
domain, we characterize an expressive number of irrelevant content. There were
identified 52,01% relevant content and 47,98% irrelevant content. Smartphone
and camera domains, the irrelevant content was not statistically significant.

3.2 The analysis method

In this work, the main purpose is to investigate the clustering and hierarchi-
cal organization of opinion aspects. Our main motivation with this corpus study
was to understand the characteristics and challenges in the process of recognizing
groups of aspects and the semantic organization of these groups. Our goal is to
propose linguistically motivated solutions for opinion mining systems. We have
selected 3 distinct domains: smartphone, camera and book in order to understand
the convergence and divergence of behavior between domains. The empirical
analysis was performed manually and will serve as a reference (human) for the
evaluation of the proposed automatic methods, as well as a resource for the future
research. In our study, we presented several quantitative and qualitative data on
the aspects clustering task, besides some empirical evidence that the linguistic
behavior varies between domains and that these variations have strong linkages
with the knowledge specificities of a domain and with the profiles of the writer/
user which produces the content. Figure 6 illustrates the clustering process, which
was manually performed.

78



aspects

Identfication of groups | [dentificabion of exphcit | identification of implhcit
of aspects aspacts

Figure 6 — Clustering product aspects

For the 180 reviews, a human labeled the implicit and explicit aspects. In
the identification of implicit aspects were labeled the clue terms that indicated the
aspects. For example, in “This camera is expensive”, the evaluated aspect is “price”,
but it is implicit. The term “expensive” is the clue term. The identification of
explicit aspects were directly labeled the aspects. For example, in “7he history of
the book is bad”, “history” is an explicit aspect. In the last stage, the aspects were
clustered the that had similar meaning but with different wording, in order to
identify groups. For example, the “cost”, “value”, “price” and “investment” aspects
form an unique group.

We also modeled the progression of this process of clustering product as-
pects, looking for a “learning curve” (shown in Appendix 1). Our objective was
to measure the behavior of the aspects clustering task in order to identify the
stabilization point for identifying new groups of aspects in a domain. The curves
are shown in Figures 7, 8 and 9. The X axis of the learning curves represents the
number of reviews analyzed and the Yaxis the number of new groups identified.
For example, The X axis, the number 1, shown in Figure 7, there were recognition
8 groups of aspects, as shown by Y axis. After the analysis of the first 10 reviews,
33 groups of aspects were recognized, and so on. For smartphone, digital camera
and book domains, an average of 40 reviews are required for learning groups of
representative aspects of the domain.

Once clustering was ready, the obtained groups were manually organized
in hierarchies (one for each domain, shown in Appendix 2). We compared our
obtained hierarchies with other available hierarchies in the area. We also identi-
fied the groups of aspects with the highest number of evaluations in the smart-
phone, camera and book domains, looking for a “prototypical groups” (shown in
Appendix 3). For example, for the smartphone domain, some groups of prototypes
are: “smartphone”, “usability”, “design”, “value”, “battery”, “brand” etc.
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4 Results

As explained before, we manually analyzed the product reviews and could
observe some very interesting things. The results demonstrated that product
reviews may contain portions of irrelevant information, i.e., information that is
not directly related to the opinions about the products. The book domain showed
47.98% of irrelevant content, when users comment about the books but do not
express any opinion or sentiment. However, for smartphone and camera domains,
there was no significant value of irrelevant content.

We could notice that the user profile influences the review informational
status®. We observed that the smartphone and camera domains present more
aspects and groups of aspects than the book domain, as shown in Table 2. Note
that the total aspects number in each domain and the average number of aspects
in reviews seems to us to be relevant empirical evidence for the relationship
between user profile and informational status. Smartphones and cameras are
popular technological products and their aspects are more casily identified by
non-expert users. Therefore, “expert users” have a greater level of information,
in other words, these users have more knowledge about the domain, which al-
lows them to evaluate a larger number of aspects of the evaluated entity. In the
book domain, the users often are “just readers” and non-expert users in literature
or literary critic. Therefore, they usually do not care about the book technical
aspects (such as “size” or “paper type”). These users have been able to evaluate a
limited number of product aspects, generally prototypical aspects of the books.
It is also interesting that the vocabulary in book reviews are not uniform, as the
users do not share the same extralinguistic variables, such as age, gender, educa-
tion and social level. More “adult” books have more sophisticated reviews, with
better language, while the reviews of “teenager” books are more often marked by
the orality and informal language. These results demonstrate how complex the
tasks of opinion mining are, especially aspect-based opinion mining. Opinion
mining systems that does not consider the linguistic behavior and/or domain
specificities as a processing criterion, for example, incurs the risk of classifying
aspects that were not evaluated by the user, so they will return a result that is not
in accordance with the reality presented in the review. In addition, we noticed
in reviews content that had opinion/sentiment explicitly, they was accompanied
mainly by psychological verbs, as occurs, for example, in “I found the history a
little stopped”, “Iloved the book” and “Although I did not like the book”, without

necessarily having adjectives.

3 According to Koch (2009), the informativeness of a text is associated to its ability to present new
and unexpected information.
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Table 2

Smartphone Camera Book Average
Total number of aspects 459 342 323 374,66
Unique aspects 180 132 103 138,33
Explicit aspects 392 289 298 326,33
Implicit aspects 67 53 45 55,00

Overall, 87.08% of the aspects are explicit and 12.91% are implicit in the
domains. Furthermore, a product review is composed of, on average, 6 aspects,
and it may have at least 1 implicit aspect (see Table 3). We also identified product
reviews with the maximum of 20 aspects and the maximum of 5 implicit aspects.

Table 3

Smartphone Camera Book Average
Average number of aspects 7,65 5,70 5,38 6,24
Average number of explicit aspects 6,53 4,81 4,96 5,43
Average number of implicit aspects i 0] 0,91 0,85 0,95
Maximum number of aspects 20 20 15 18,33

We also perform a mapping of the grammatical classes of the terms indica-
tive of implicit aspects. We divide the indicative terms of aspects into 2 classes,
nominal and verbal, in order to measure the proportion of each one of these classes
in the analyzed domains. In the “nominal” class , we framed “non-verbal” lexical
items, in other words, it is nouns, adjectives, adverbs etc. In the verbal class, verbal
lexical items were framed, in other words, it is verbs. In the smartphone domain,
73,68% are nominal implicit aspects and 26,31% are verbal implicit aspects. In
the camera domain, 69,56% are nominal implicit aspects and 30,43% are verbal
implicit aspects. Lastly, in the book domain, 50% are nominal implicit aspects
and 50% are verbal implicit aspects.

Regarding the clustering step, we identified, on average, 3,08 explicit aspects
and 0,77 implicit aspects per group. Some groups presented the maximum of 19
aspects, as shown in Table 4. In these groups (those that are not unitary, i.e., that
contain more than one aspect), the predominant relation between 2 aspects is
of the is-a / hypernym (or hyponym, dependending of the direction of the rela-
tion) type (e.g., between the aspects “equipment” and “product”), followed by
synonym (“price” and “cost”) or identity (when there is a single aspect without a
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direct corresponding synonym in the group), part-of / metonym (or holonym)
(“key” and “keyboard”), deverbal construction (“reflect” and “reflection”) and
coreference (“manufacturer” and “brand”). The remaining cases are formed by
unitary groups, with only one aspect (without relations, therefore). Table 5 shows
the distribution of these relations.

Table 4
Smartphone Camera Book | Average

number of groups of aspects 48 37 21 35,33
avg number of aspects in a group 3,75 3,56 4,29 3,86
avg number of explicit aspects in a group 2,85 2,78 3,62 3,08
avg number of implicit aspects in a group 0,89 0,88 0,86 0,87
maximum number of aspects in a group 15 19 17 17
Table 5

Smartphone  Camera Book Average
is-a / hypernym 45,00% 37,12% 46,60% 42,90%
synonym / identity 23,88% 18,93% 26,21% 23,00%
part-of / metonym 8,91% 15,18% 7,76% 10,61%
deverbal construction 5,55% 6,81% 9,70% 7,35%
coreference 6,66% 8,33% 0,00% 4,99%
no relation (unitary groups) 10,00% 13,63% . 9,73% 11,12%

We found several challenges in the analysis: (i) the inherent ambiguity of the
natural languages, occurring, for example, for the terms “function”, “resource”
and “application”, that are used to refer to the same smartphone application;
(ii) the specificities of the domain, as each domain requires specific background
knowledge; (7ii) the implicit aspects, as the implicit aspect identification task is
not always intuitive; (iv) the aspects outside the domain, as the terms “delivery”,
“technical assistance” and “SAC”, which, although have been evaluated, are not
directly related to the products. Our study also showed that it is necessary the
analysis of 40 reviews, on average, to learn/identify most of the relevant aspects
in a given domain. The “learning curves” (shown in Appendix 1), represent the
learning behavior of groups of aspects for the analyzed domains, that is the amount
of new groups of aspects learned at each review. We also hierarchically organized
the identified groups of aspects (see in Appendix 2) and compared our hierarchies
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with the hierarchies proposed by Condori (2015), Acir et al. (2006) and Goulart
and Montardo (2007). In the hierarchies in the literature, the relations of the type
is-a are more often used. However, we observed that reviews are predominantly
composed by part-of relations. Furthermore, the hierarchies in the literature do
not represent all the domain specificities.

5 Final remarks

As shown above, clustering product aspects and building their hierarchical
organizations are not simple tasks. There are several challenges to overcome. The
results demonstrated that product reviews may contain a significant portion of
irrelevant content and that informational status may be influenced by the user
profile. The vocabulary in book reviews is not uniform, as the users do not share
the same extralinguistic variables, such as age, gender, education and social level,
which results in varied writing behavior. In addition, it was found that, for a good
domain coverage, at least 40 reviews are required, on average. We also observed
that, on average, some domains may have more identifiable aspects. The aspect
groups and the hierarchies will be made available for research purposes. We expect
that automatic methods for opinion mining may be trained and/or evaluated
over such datasets.
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Appendix 1

We present below the learning curves for the identification of groups of
aspects. As an illustration of how to interpret these graphics, in Figure 2, one may
see that, after have analyzed 2 smartphone reviews, we could identify 10 groups
of aspects; after 60 reviews, we end up with 48 groups.

Groups of aspects

Smartphone reviews

Figure 7 — Learning curve for the smartphone domain

B oW oW oW oW s B B b
et Rl T ]
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Camera reviews

Figure 8 — Learning curve for the camera domain
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Book reviews

Figure 9 — Learning curve for the book domain
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Appendix 2

We present below the hierarchies obtained for the smartphone, camera and
book domains, where each circle represents a group of aspects. For each group, we

show only the most representative word. We show them in Portuguese because
the corpus is in this language.
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Figure 10 — Hierarchy for the smartphone domain
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Figure 12 — Hierarchy for the book domain
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Appendix 3

We present below the prototypical groups on the smartphone, camera and
book domains. We show them in Portuguese because the corpus is in this language.
Items marked with black color represent prototypical groups.
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Figure 13 — Prototypical groups for the smartphone domain
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Figure 14 — Prototypical groups for the camera domain
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Figure 15 — Prototypical groups for the book domain
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